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Abstract— Recently, the proliferation of Internet of Things 
(IoT) and industrial networks poses new challenges and issues on 
the QoS requirements such as adaptation, real time, reliability, 
and energy efficiency. It is expected that important or urgent data 
need to be delivered in real time with higher reliability than 
ordinary data. To cope with that, we propose an Adaptive 
Collision Avoidance Scheduling based on Traffic and Priority 
(ACASTP) for IoT sensor networks. Our proposed solution 
employs data prioritizing and traffic adaptive scheme at MAC 
layer to ensure that higher-priority packets have more privileged 
access to shared channels. We have also evaluated the developed 
solution performance using numerical experiments on OMNeT++. 
The obtained results imply that, comparing to conventional 
approach, i.e., Timeout Multi-priority-based MAC (TMPQ MAC) 
protocol, the proposed scheduling scheme improves the network 
performance significantly. 

Keywords— Internet of things, Wireless sensor networks, MAC 
protocol, contention window, traffic, priority. 

I. INTRODUCTION 
Nowadays, with the rapid growth of Internet of Things 

(IoT), not only human but also physical and virtual things are 
interconnected based on low-cost devices, sensors or smart 
objects which may observe and interact with their internal and 
external environments [1-3]. It is predicted that IoT’s rapid 
expansion has global economic influence of up to $11.1 trillion 
per year [4] and up to approximately 75.44 billion connected 
devices by 2025 [5]. With the ability of sensing, collecting, 
processing and exchanging of Sensor Nodes (SN) or smart 
devices, IoT has engaged a variety of applications including 
forest monitoring, healthcare monitoring, intelligent 
transportation, smart-wearable systems and automated 
industrial processes [6] - [7].  

The expansion of IoTs is posing some potential challenges 
and issues on total delay and energy consumption while IoT 
smart devices are generally energy and computation restricted. 
In addition, within the data analysis and track estimation over a 
range of emerging IoT data, there is a need to classify network 
traffic into various classes in terms of priority levels to enhance 
the network performance and responsibility. To support multi-

priority levels, the wireless medium access control (MAC) 
should be high throughput, low latency, scalable and resilient 
to interference [8]. Until now, to the best of our knowledge, 
cutting-edge MAC protocols rarely meet the emerging demands 
of IoTs, especially for simultaneously various and multi-
classed events. In particular, some kinds of data events such as 
abnormal/warning data, control data, … may need to transfer to 
destination in the quickest way. This is because, upon 
emergency, many devices and sensors will send their data 
simultaneously to a central node at high rates to assess the 
situation’s severity. Hence, to support a vast number of 
connected sensors and devices, the development of efficient 
scheduling mechanisms considering the event priority to ensure 
various QoS requirements is critical.  

Moreover, one of the potential approaches to deal with 
QoS/priority requirements and reduce system delay and energy 
consumption in IoT sensor networks is to design a suitable 
MAC protocol. Besides, intelligent IoT devices and wireless 
sensor nodes have similar features and characteristics in the 
networking and medium access protocols (MAC), MAC 
protocols for IoT can leverage and inherit from existing MAC 
protocols for WSNs [9]. The importance of MAC protocols 
related to delay has been a prevalent research topic for both 
WSNs and IoT recently. In [10], authors proposed an 
asynchronously duty-cycled MAC protocol for IoT devices, 
named RIVER-MAC, which reduce idle listening based on 
magnitude for senders and contention between receiver nodes. 
In [11],  a modification of IEEE 802.11 MAC protocol and an 
opportunistic channel selection scheme, which better channel 
utilization and goodput of the system were addressed for 
cognitive radio and ad hoc sensor networks in IoT. However, 
aforementioned proposals do not consider the scenario of 
different QoS/priority-level events occur simultaneously in IoT 
networks. Besides, the protocol in [12], named QAEE MAC, 
has been designed to consider two priority levels of the data 
packet (high or low). However, it still has only two kinds of 
priority. Furthermore, average delay of higher priority packets 
subjects to waiting timer that causes extra delay. Authors in 
[13] presented a noticeable priority-based energy-efficient 
MAC, named PRIN, which uses two kinds of priorities, can 



achieve high throughput by making use of priority queues and 
different processing of packet arrival. But under interference, 
this proposal is less efficient in terms of throughput and ease 
than S-MAC and T-MAC. More recently, Timeout Multi-
priority-based MAC (TMPQ MAC) [14] is a receiver-initiated 
MAC protocol provided a synchronized approach and considers 
QoS and four different packet priorities to reduce average end-to-
end delays and prolong network lifetime. Nevertheless, TMPQ-
MAC has not pondered the impacts of the contention window in 
sensor nodes on average packet delay and energy consumption. 

There are various schemes are presented for improving 
MAC protocol. Especially, adjusting the size of the contention 
window size to enhance the network performance is one of the 
important solutions. In [15], authors proposed an adaptive 
contention window backoff mechanism to improve the network 
performance by adjusting the backoff time according to the 
number of active STAs in each access category (AC). Authors 
in [16] presented the MAC Adaptive Contention Window 
(ACW), which was adjusted according to the node’s active 
queue size and the remaining energy. In this way, the proposed 
model improves network throughput, reduce MAC overhead 
and retransmissions. 

In this paper, we propose a priority and traffic-based 
collision avoidance MAC protocol (named as ACASTP MAC 
protocol) for improving the IoT sensor network performance, in 
term of packet loss rate, energy consumption and end-to-end 
delay. Our proposed MAC protocol is based on the combination 
of the collision-avoidance and the priority-based serving 
guarantee. We also evaluate the performance of our proposed 
MAC protocol by using numerical experiments. 

II. PROPOSED SOLUTION 

A. Network Model 
The network model implemented in this paper is equivalent 

to [17], where sensor nodes are uniformly distributed in a 
circular of radius and assumed to be placed one hop away from 
the sink node acted as a receiver exchanging information from 
sender nodes is located at the center of the circular area. We 
make the following assumptions about the network model: 
(1) Each sender node sends data packets of events at one 

packet per second with four priority levels.  
(2) Each sender knows its traffic ratio of different priority data. 
(3) The initial energy of the sensor node has no restriction. The 

energy of sender nodes is mainly used to listen to the 
channel, receive data and send data [18].  

B. Contention Window Model 
Equivalence to S-MAC [19], one of the original MAC 

protocols for WSNs and based on a synchronous duty-cycled 
protocol, our proposed ACASTP MAC protocol employs a duty 
cycle and duration of active and sleep periods that are fixed, 
depending on the application requirements. RTS/CTS (Request-
To-Send/Clear-To-Send) handshaking mechanisms are 
implemented to avoid collision, overhearing and hidden 
terminal issues. When a node wants to send a packet, it will send 
RTS to the sink node randomly in the contention window, RTS 
contains the time required for the node completing one round of 
data transmission (denoted by NAV-Network Allocation Vector 

value), so based on that, other nodes will be implied that they 
should sleep during the NAV time; this will help to save other 
nodes energy. The receiver then replies by a CTS to confirm the 
following data transmission. The sending node starts data 
transmission after receiving its CTS packet. The receiver node 
replies an ACK after receiving the data. Despite the fact that 
SMAC uses energy efficiently and guarantees relatively low 
latency due to its small competitive window and sending CTS 
as soon as first RTS is received, SMAC is lack of prioritized 
mechanism for many types of data, which means all packets 
have been treated the same way, that is why packets have the 
same latency and reliability. So, to accommodate different data 
transmission requirements, there is a need for data 
differentiation mechanism to support low delay and high 
reliability for high priority data. So, in our proposed ACASTP 
MAC protocol, we inherit the idea of data prioritization of MPQ 
MAC protocol [20]. We differentiate priority levels based on 
types of data (for example: urgent, most important, important, 
and normal). Furthermore, the window will be divided into 
different parts adaptively based on different traffic priority. 

 Fig. 1 shows the operation of our ACASTP MAC, in which 
the information of data priority level from application layer is 
passed down through the routing layer to the MAC layer. After 
waking up, the receiver senses the medium for 𝑇𝑇𝑔𝑔  (guarantee 
time) and it informs its availability to senders by broadcasting 
wake up beacon. MAC layer of senders could adjust its 
contention window size and position by their data priority levels 
and traffic ratio while the receiver MAC layer works the same 
way to SMAC. The contention window in the figure is virtual 
because it will close when it receives a successful RTS (with no 
collision), after that receiver starts sending CTS and waits for 
data from the success sender. If, for example, there are 𝑀𝑀 
senders which sender 𝑖𝑖 and 𝑀𝑀 have data to send, if sender 𝑖𝑖 has 
chance to send RTS before sender 𝑀𝑀 because sender 𝑖𝑖  has 
higher priority data than sender 𝑀𝑀, then the RTS of sender 𝑖𝑖 will 
reach the receiver and it will receive its CTS from the receiver. 
Then sender 𝑖𝑖  send its data while other senders go to sleep 
during that data transmission time.  

 In our proposed scheme, RTS is sent from a sender with 
collision window varied by data priority level and traffic ratio. 
If a sender has data, it listens to the medium to check if the 
medium is clear and send its RTS frame randomly in its resized 
contention window. If the sender finds the medium is busy, it 
will sense the medium again. The start time of sending RTS is 
random in order to avoid collision of the same priority level 
RTSs from many senders. So, in ACASTP MAC, the RTS (like 
Tx-Beacon in TMPQ MAC) for data packet with highest priority 
level will have chance to appear earlier than the other one with 
lower priority, so that the packet delay of highest priority would 
be lower than the one of lower priority. By doing so, our protocol 
will shorten the waiting time of receiving CTS of many senders, 
which can compare to 𝑇𝑇𝑤𝑤 of TMPQ MAC protocol (𝑇𝑇𝑤𝑤 is like 
contention window in SMAC), the earlier sending CTS (like Rx-
Beacon in TMPQ MAC) scheme will also help other senders 
know to avoid sending their frames, and save energy by sleeping 
during NAV time. 
 



  

Fig. 1. Description of ACASTP MAC operation

C. Theory Analysis of Access Delay 
1) Assumptions and Notations 
 In this paper, a network with limited number of senders is 

considered and one sink as the receiver in the center. All senders 
and receiver are in each other transmission range.  As the 
selected scenario points to the IoT and industrial applications 
which do not meet the hidden and exposed terminal problems, 
therefore, the discussion will be limited to small independent 
networks like in smart agricultural gardens or smart houses. In 
addition, the following assumptions and notation are used: 
a. A CSMA/CA with contention window for RTS is used for 

ACASTP MAC while a p-persistent CSMA for TxBeacon 
access is used for TMPQ MAC. Hence, each sender 
accesses the channel in the idle state with probability 1 for 
ACASTP MAC or 𝑝𝑝 for TMPQ MAC of sending its RTS 
frame, where 𝑝𝑝 is ∑ 𝑝𝑝 = 1𝑀𝑀

𝑖𝑖=1 .  
b. The number of contending senders is 𝑀𝑀. 
c. 𝑁𝑁  priority levels are used, where, probability of a frame 

which has priority level 𝑗𝑗  is 𝑝𝑝𝑗𝑗 . TMPQ MAC is assumed 
that all types of priority frames  have equal probability, that 
means 𝑝𝑝𝑗𝑗 = 1 𝑁𝑁⁄ 𝑤𝑤𝑖𝑖𝑤𝑤ℎ 𝑗𝑗 = 1,2, … ,𝑁𝑁. For ACASTP MAC, 
𝑝𝑝𝑗𝑗 is changed adaptively with different traffic ratio. 

d. The receiver contention window size of ACASTP MAC is 
denoted as 𝐶𝐶𝐶𝐶 and is the same as 𝑇𝑇𝑤𝑤 in TMPQ MAC. 

e. The propagation delay is opined  to be significantly smaller 
than the slot time, so, it is neglected [21].  

f. The maximum RTS/TxBeacon retransmission value is 
limited.  

2) RTS/TxBeacon Access Delay Analysis using ACASTP 
MAC and TMPQ MAC protocols 

Because the difference in delay of different priority packets at 
the MAC layer depends mostly on the access time to send the 
RTS [18], in this paper the RTS access delay is basically 
evaluated.  This access delay will be impacted by the RTS 
sending and accepting scheme, RTS size, the number of 
competing senders at a time, and the size of the contention 
window. To quickly grasp the differences between the two MAC 
protocols, the one sender analysis is presented, then follows the 
explanation for the case of multi senders.  

a) One sender case 
Assume that there is one sender so there is no collision and 

the starting time of contention window is  𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 in Fig. 3. The 
RTS access delay 𝑤𝑤𝑠𝑠𝑎𝑎𝑎𝑎𝑎𝑎𝑠𝑠𝑠𝑠𝑀𝑀𝑎𝑎𝑎𝑎  will be the summarization of 𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 
and duration time from the starting time 𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 to the time the 
RTS is accepted by the receiver. 

Fig. 2. The RTS arrival time of ACASTP MAC 

In practical scenarios, the amount of urgent data is smaller in 
comparison with other types of data. To evaluate the impacts of 
the contention window on average delay, we will consider 
increasing ratio of the traffic from the highest packet priority to 
the lowest one. Besides, all MAC protocols include multi-
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priority values assigned for data packets, so RTSs are also 
treated as different types. Let denote the access delay with 
priority 𝑝𝑝𝑗𝑗  with 𝑗𝑗 = 1. .4. In this paper, we consider the RTS 
arrival time in case of the contention window is divided 
adaptively based on the ratio of the traffic of different priority 
packets as shown in Fig. 2. After that, the RTS will be sent 
randomly inside its resized window.   

In TMPQ MAC, RTS with highest priority level (𝑝𝑝4 ) is 
accepted as it arrived at the receiver while other lower priority 
is accepted at the closing time of the contention window. Then, 
in the case of one sender, the numerical expression of TMPQ 
MAC RTS average access delay 𝑤𝑤𝑠𝑠𝑎𝑎𝑎𝑎𝑎𝑎𝑠𝑠𝑠𝑠𝑎𝑎𝑀𝑀𝑎𝑎𝑎𝑎𝑀𝑀𝑎𝑎𝑎𝑎   is  
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Correspondingly, regarding one sender, the numerical 
expression of ACASTP MAC RTS average access delay 
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where 𝑅𝑅𝑖𝑖 is the raito of 𝑝𝑝𝑗𝑗 priority traffic with 𝑗𝑗 = 1. .4. 
b) Multi-sender case 

Assume that there are multiple senders have data to send. 
But, there is one receiver only, one RTS is accepted in one cycle 
only, then another RTS will be delay to the next cycle, and so 
on. Following that, RTS contention may be occurred, so even 
the soonest RTS may randomly appear earlier, the average 
delay of RTS access delay will be longer.  

In TMPQ MAC, when the number of sending nodes is high, 
for example 𝑀𝑀, the value 𝑝𝑝𝑀𝑀  =  1 / 𝑀𝑀 will be relatively small 
causes RTS is not sent immediately due to the sender having to 
sow and decides to send or not, so even highest priority RTS 
will not be sent as soon as the window starts, and as larger as 
the number of senders as higher the access delay. In addition, 
the RTS of lower priority will be sorted at the end of the 
contention window and only one RTS with higher priority is 
accepted by that time, so the delay of lower priority RTS will 
be even worse. 

As per the simplified analysis above, the highest priority 
RTS of ACASTP MAC will have lowest delay, especially it 
will be higher when there are many senders sending data. So to 
get the lower delay of priority data in case of multiple priority 
events, the ACASTP MAC will be the best choice. 

III. EXPERIMENTAL RESULTS AND DISCUSSION 
In this section, we evaluate the performance of IoT sensor 

networks utilizing our proposed solution, ACASTP MAC 
protocol with adaptive contention window sizes, by using 
numerical experiments based on Castalia 3.3 [22] and 
OMNeT++ 4.6 [23] with CC2420 transceivers [24]. Table I 
summarizes the simulation parameters applied. We also 
consider the following three performance parameters: 

•  Average packet delay: With the same ratio of traffic, 
we compare how much time packets start generating 
data to the time it reaches the sink. 

• Average energy consumption: The average energy 
consumption per bit. 

• Average packet loss rate: It is a ratio of the total 
number of packets that was lost at the sink to the total 
packets sent from all sensor nodes.   

 
On the other hand, Table II shows the ratio of multi-priority 

traffic and respective values of contention window in ACASTP 
MAC while TMPQ MAC makes use of the 𝑇𝑇𝑤𝑤 timer. 

 
A. Result Analyses 

1) Average end-to-end delay of  priority packets 
The performance of TMPQ-MAC and ACASTP-MAC 

protocols under the same traffic load is analyzed in  Fig. 3. The 
average packet delay based on different priority levels in 
TMPQ MAC is higher than in ACASTP MAC. TMPQ MAC 
uses a 𝑇𝑇𝑤𝑤 timer to receive TxBeacon at the receiver node and 
check the priority field. If receiver receives 𝑝𝑝4  TxBeacon, it 
then stops the timer and sends back CTS for sender to send 𝑝𝑝4 
packet, other senders must wait until the next frame to send 
their packets. If receiver does not receive 𝑝𝑝4 TxBeacon, it will 
have to wait until 𝑇𝑇𝑤𝑤 timer expires, and then choose the highest 
priority RTS to confirm. ACASTP MAC uses adaptive 
contention window which is closed as soon as receiver receives 
the first RTS which is sent within its priority window, then the 
CTS is sent earlier lead to shorter packet delay. 

In addition, in TMPQ MAC, the higher number of sensor 
nodes, the smaller the probability 𝑝𝑝  is and sensor nodes have 
to sow in a long time before they can send their packets. As a 
result, highest priority packets are sent first, then lower priority 
packets will be sent one after another, so, the delay differences 
are enlarged more according to the priority levels. There is a 
gradual growth in the average end-to-end packet delay of each 
type of data when the number of sending nodes increases.  

TABLE I.  SIMULATION PARAMETERS 

Parameter Value 
Sensor area 10m x 10m 
Sender nodes 1 to 15 
Bandwidth 250kb/s 
Radio CC2420 
SYN size 6 bytes 
RTS/Tx-Beacon size 13/14 bytes 
CTS/Rx-Beacon size 13 bytes 
MAC overhead 11 bytes 
Listen interval 17ms 
RTS/Tx Beacon retransmission 
Packet rate 

0 to 9 
1 packet/s 

Application header 5 bytes 
DATA packet size 28 bytes 
ACK packet size 11 bytes 
CCA Check Delay 0.128ms 
Physical frame overhead 6 bytes 
Tg 6.7ms 
CW/Tw 10ms 

 

TABLE II.  THE  PERCENTAGES OF DIFFERENT PRIORITY TRAFFIC 

Priority 𝑝𝑝4 𝑝𝑝3 𝑝𝑝2 𝑝𝑝1 

The ratio of traffic 
(TMPQ MAC and 
ACASTP MAC) 

 
15% 

 
20% 

 
30% 

 
35% 

 



 
Fig. 3. Analysis of  the average multi-priority packet delays 

According to the above discussion, Fig. 4 is obtained, the 
average end-to-end delay of the highest priority packets is 
reduced significantly because of the adaptive setting contention 
window values based on the ratio of four-priority traffic in 
proposed ACASTP MAC protocol compared to TMPQ MAC 
protocol. 

2) Average energy consumption per bit 
Fig. 5 shows the average energy consumption in mJ per bit 

for the successful transmission with TMPQ-MAC and 
ACASTP-MAC protocols. From the simulation result, the 
average consumed energy of the proposed ACASTP MAC is 
sharply lower than that of TMPQ MAC, and the energy 
consumption difference becomes more obvious as the number 
of nodes increases. The ACASTP has the advantages of 
adaptive contention window which is closed sooner than 𝑇𝑇𝑤𝑤 , 
then only one sender could send its packet while others sleep 
till next frame. In TMPQ, the sender has to sow and wait until 
it can send its TxBeacon, then if there is no 𝑝𝑝4  packet, all 
senders will have to wake up till 𝑇𝑇𝑤𝑤 expired. So, the wake-up 
time of TMPQ nodes is longer compare to ACASTP, that why 
the spending amount of energy for wakeup state is much more. 

 
Fig. 4. Comparison of the average highest priority packet delay (p4) 

Furthermore, when the higher the number of senders 
increases, the higher the level of competition, and more energy 
consumption becomes. In this case, ACASTP has more 
advantages over TMPQ with adaptive window for each sending 
node, the more nodes, the smaller the total congestion window 
time of each node compared to TMPQ. 

 
Fig. 5. Analysis of average energy consumption in mJ/bit of TMPQ MAC 

and ACASTP MAC protocols 

3) Average packet loss rate 
Fig. 6 shows the comparison of the average packet loss 

rate of TMPQ-MAC and ACASTP-MAC protocols. We can 
see that the contention window size does not affect only the 
average delay and energy consumption but also the packet 
loss rate. 

The larger contention window of TMPQ in case of 
many senders lead to serious TxBeacon contention situation, 
not only in the first frame but also last to the next frames. 
Then each time there is contention, senders have to retransmit 
and waste more energy. If the number of retransmission time 
is limited, then the TxBeacon may be lost and the data packet 
cannot be delivered.    

 
Fig. 6.  Average packet loss rate gained by TMPQ MAC and ACASTP 

 
Fig. 7. Impact of the retransmission number 

 As shown in Fig. 7, in case of 15 sensor nodes, we 
compare the average packet loss rate of TMPQ-MAC and 



ACASTP-MAC protocols with the retransmission time ranges 
from 0 to 9. The results demonstrate that while TMPQ-MAC 
protocol requires more retransmission that may cause higher 
delay and energy consumption, our proposed ACASTP 
protocol only needs one time retransmission to deliver packets 
successfully thanks to the flexible and adaptive window size 
allocation.  

IV. CONCLUSION AND FUTURE WORK   
      In this paper, we have successfully proposed an ACASTP 
protocol to improve the IoT sensor network performance, in 
terms of delay, energy consumption and packet loss rate. Our 
developed ACASTP protocol takes advantages of a duty cycle, 
duration of active and sleep periods with the RTS/CTS 
handshaking mechanism and data prioritization scheme to 
adjust adaptively the contention window and transfer the 
highest priority data or urgent data in the medium access control 
(MAC) protocol. Numerical experiments show that our 
proposed ACASTP algorithm outperforms the notable 
conventional solution, TMPQ. It not only effectively reduces 
the average delay of data transmission, but also significantly 
enhances the packet transmission success rate of the network, 
and save more energy. 
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