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Abstract—Body Mass Index (BMI) has the potential to disclose
a variety of health and lifestyle concerns. Predicting BMI from
facial images is an interesting but challenging problem in com-
puter vision. Previous works focus mainly on feature extraction
step of the whole BMI estimation process. Little attention has
been paid to the regression module. In this paper, we propose a
new architecture for the regression module which composes of
multiple blocks. Each block has several sub-blocks composing of
dense layer, batch-normalization, activation, dropout. In addition,
we take advantage of the residual principle from ResNet by
adding residual connections in the regression blocks. We integrate
the proposed regression model just after the state-of-the-art
feature extractor ResNet and train the network in an end-to-end
manner. Extensive experiments on the VIP Attributes dataset
show that thanks to the new residual regression model, the
estimation error reduces up to 22% in comparison to the original
method.

Index Terms—BMI prediction, residual regression model, facial
images, deep learning

I. INTRODUCTION

Face photos provide a wealth of biometric data, including
identification, gender, age, weight, and body mass index (BMI)
[1]. The use of machine learning-based algorithms to decode
facial signals has attracted the interest of computer scientists.

BMI (given by
weight(kg)

height2(m)
) is commonly used as a body

fat indicator in monitoring one’s own health and medical
research [2]. It has the potential to disclose a variety of health
and lifestyle concerns. There are strong links between BMI
and certain illnesses, such as malignancies, unstable angina,
diabetes, to name a few.

The ability to automatically estimate BMI from face photos
is quite useful for healthcare monitoring, researching obesity
in huge populations [3]. According to previous findings, face
adiposity is linked to subjective health and is crucial for
predicting BMI [1], [3]–[6].

However, estimating BMI from facial photos is a difficult
task [6]. The big problems can be mentioned such as lack
of data for training and testing models, uneven distribu-
tion of data [5]. In addition, there are also issues such as
variation in lighting conditions, shooting angle, resolution,
etc. In the past, BMI value was calculated using weight
and height and was done manually by using high-quality
pieces of equipment. However, when physical measures are

unavailable, self-reported measures are frequently employed
as a backup measure. Participants tend to overestimate their
height and underestimate their weight, resulting in erroneous
BMI estimates [4].

Fig. 1. BMI estimation process diagram

Image pre-processing, facial features extraction, and final
regression are main components in a typical process of es-
timating BMI from two-dimensional (2D) facial photographs
[3]. An overview diagram for the whole process is in Fig. 1.
Recent research is focusing mainly on the second part of the
process [2], [3], [5]. Only a few research have investigated
architectures of the final regression model. Currently, to the
best of our knowledge, only some research papers use deep
learning models for the prediction step. However, those models
seems to be quite simple, including only a couple of fully
connected layers.

For instance, in [6], the authors used a model consisting of
one layer with a single node. A regression module consists
of three dense layers with the number of nodes 512, 32, 1
respectively, interspersed between dense layers are drop out
layers, activation layers to avoid model over-fitting was used
in [7]. In [8], the authors proposed an end-to-end model,
with the regression module made up of two dense layers
with dimensions of 200 and 1, respectively. Similarly, the
researchers proposed a simple model with three dense layers
with the number of nodes being 256, 64, 1 [9]. Simple
regression architecture can not capture high correlation of data
then the estimation performance can be limited.

With that motivation, we investiage deeper architecture for
regression model. Specifically, we propose a new architecture
which composes of multiple blocks. Each block has several
sub-blocks composing of dense layer, batch-normalization,
activation, dropout. In addition, we take the advantage of
residual principle of ResNet and add residual connections in



Fig. 2. The regression module

the regression blocks. We integrate the proposed regression
model just after the state-of-the-art feature extractor ResNet
and train the network in an end-to-end manner.

The remainder of the paper is organized as follows. In
Section II we review work on the existing methods used for
the prediction of BMI. Section III introduces the out proposed
face-based BMI estimation algorithm to improve the current
result. Datasets and experimental protocol are described in
Section IV. Section V we present experiments validating the
effectiveness of the proposed method and a discussion thereof.
Finally, the conclusions are given in Section VI.

II. RELATED WORKS

In literature, there exist different methods proposed to
estimate BMI directly from 2D images of the face. Basically
these methods can be divided into the following main groups:
geometry features based methods and deep-learning features
based methods.

Methods belonging to the first group used some in-
dexes based on scientific metrics such as Cheek-to-jaw-
width (CHWR), Width-to-upper-facial-height (WHR), etc.,
[10], [11]. These features are extracted directly by calculating
the key points on the face. They are then used to estimate BMI
through a machine learning algorithm such as Support Vector
Regression (SVR) in the form of regression [11], [12].

Methods belonging to the second group are widely used in
recent scientific studies. They use a pre-trained deep learning
model to extract features directly from the facial image. These
features are then used to predict BMI, through a machine
learning algorithm.

Some works use directly extracted features for classification
sample as underweight, normal, overweight, obese, or even
severely obese [13]–[15] by using typical machine learning
algorithms [3], [8], [16], [17]. Other works integrate a re-
gression model in an end-to-end deep learning framework to
predict a BMI value. However, the regression model seems
to be still simple thus can not learn the hidden correlation
between samples [6].

III. PROPOSED METHODS

A. General framework

In this paper, we propose a framework that deploys ResNet
as a features extractor and a new regression module as the
predictor. Our framework can be trained end-to-end. Figure 2
shows the main components of our framework. Our framework
is inspired from the original method [6] that uses ResNet as
feature extractor. The difference lies in the regression module.
In the following sections, we will review the principle of
ResNet and various ResNet architectures that will be used for
investigating our framework. We then describe in more detail
our proposed residual regression blocks.

B. ResNet as feature extractor

Most of the current research shows that the pre-trained
model of ResNet gives better results in comparison with other
deep models [6]–[8]. Therefore, we use ResNet’s pre-trained
models for feature extraction. To ensure that our module shall
not over-fit, three different architectures of ResNet shall be



investigated to extract the feature vector of a given facial
image.

As explained in the original work that introduced ResNet
[18], it is difficult to train deep neural networks due to the
problem of vanishing or exploding gradients. When deep neu-
ral networks converge, other issues emerge such as accuracy
saturation and fast degradation. This issue can be resolved by
using the residual blocks [18] (Fig. 3).

Fig. 3. Residual block of ResNet [18]

Based on this idea, ResNet’s authors proposed different
architectures. Among them, ResNet 50, ResNet 101, and
ResNet 152 give the best results, in which each residual block
has 3 layers. The ResNet-50 is constructed by combining many
3-layer bottleneck blocks, yielding a 50-layer neural network.
That is the reason why they call it ResNet-50. There are 3.8
billion FLOPs in this model. With the same idea, ResNets
with 101 and 152 layers are developed by using more 3-layer
blocks [18].

C. Residual reegression model

As aforementionned in introduction section, the regression
model in the orignal paper [6] is quite simple. It cannot learn
the correlation of data samples. Therefore, we propose a more
sophisticated regression model which inspires the same idea
of ResNet with residual blocks.

Our proposed regression module includes several blocks.
The number of blocks is selected in the range from one to
six. Each block composes one or more sub-blocks. Each sub-
block has 4 layers. To avoid the problem of overfitting raised
by a complex model, we add a group of other layers like batch
normalization, activation, dropout in each sub-block after each
dense layer. Dense layer size in turn will be selected among
different values. For a completed value of configuration space
please refer to Tab. I.

IV. EXPERIMENTS

A. Dataset

In this research, we evaluate our proposed framework on a
benchmark dataset VIP [6]. The images and BMI are available
in the authors website: http://www.antitza.com/VIP Attribute-
dataset.html. The dataset consists of 1026 subjects (mostly
celebrities) collected from different websites, with equal num-
bers of men and women. The images are mostly frontal images

TABLE I
TESTING CONFIGURATION SPACE FOR REGRESSION MODULE

Option Values

Pre-trained Network
ResNet-50
ResNet-101
ResNet-152

Type of module
Fully-Connected
Residual
Dense

Num of blocks 1, 2, 3, 4, 5, 6
Num of sub-blocks 1, 2, 3, 4, 5, 6

Dense size 256, 512, 1024,
2048, 3072, 4096

Drop out rate 0.0, 0.1, 0.2, 0.3
0.4, 0.5, 0.6, 0.7

Activation RELU [19], Tanh
SELU [20], ELU [21]

Loss LogCosh, MAE, MAPE [22]
MSE, MSLE, Smooth L1 [23]

Optimizer

AdaDelta [24], AdaGrad [25]
Adam [26], SGDW [27]
AdamW [27], Ftrl [28]
Nadam [29], RMSprop [30]

however with the presence of makeup, plastic surgery, beards,
or even effects from photo editing software. Example images
of subjects can be found in Fig. 4.

For women, the mean of BMI value (µ) is 20.87, the
standard deviation (σ) is 3.71, while for men µ is 25.21, and
σ is 3.57 [6]. Normally, BMI value can be classified as one
of 4 groups: under-weight, healthy, over-weight, obesity, the
number of samples in each group can be found in Tab. II.

Fig. 4. Sample image from VIP dataset.

TABLE II
NUMBER OF SUBJECTS IN EACH BMI CLASSES OF VIP ATTRIBUTE

DATASET

Class Range [2] Number of subjects
Under Weight BMI < 18.5 77

Healthy 18.5 ≤ BMI < 25 706
Over-weight 25 ≤ BMI < 30 196

Obesity BMI > 30 47

Besides, to evaluate the model robustness, we use our
model trained on VIP Attribute dataset to evaluate on a small
sample dataset that we collected from a website https://wiki.d-
addicts.com. With this dataset, we want to assess the perfor-
mance of the models on 4 classes of BMI. The dataset contains
64 subjects, each belongs to one of the following groups:
under-weight, healthy, over-weight, obesity. Each group has
16 subjects.



B. Model training and testing

For training the model, the dataset is randomly split into
train-set (800 samples), test-set (426 samples) as [5] for a fair
comparison. To ensure that the model results are independent
of a certain split of train-test, repeated k-fold cross-validation
is used. Accordingly, the dataset will be divided into 5 folds,
4 folds will be used as train data, the remaining fold will
be used to test the model. In addition, we will repeat this
process 5 times to make sure the data is randomly divided. In
simple terms, each model will be trained and tested 5 folds ×
5 repeats = 25 times.

The model shall be tested on the test set with 2 returned
results: Mean Absolute Error (MAE) and Smooth L1 Loss
[23]. However, we will focus mainly on the MAE comparison
because this value is used to compare the performance of
estimators. In the training process, the model shall be trained
up to 500 epochs.

After investigating different parameters, we achieve the
structure with a detailed configuration. For the pre-trained
model, ResNet-50 gives the best results, which also coincides
with recent research in [7]. At the same time, the optimal
architecture for regression module can be found in Tab. III.

TABLE III
BEST CONFIGURATION FOR REGRESSION MODULE

Configuration Our method Method [6]
Pre-trained model ResNet-50 ResNet-50

Type of block Residual 1 Dense layer only
Number of blocks 2 n.a

Number of sub-blocks 3 n.a
Dense layer linear size 2048 1

DropOut rate 0.5 n.a
Activation function RELU n.a

Optimizer Adam SGDW
Loss function SmoothL1 SmoothL1

C. Experimental results

1) Results on VIP dataset: To evaluate the performance of
our proposed regression model, we compare our framework
with the work in [6] on the VIP Attribute dataset. After finding
the optimal structure (Tab. III), we compare the efficiency of
this structure with the original structure [6] and existing works
using MAE value.

As the code implementing the original model in [6] was not
provided, as well as the information of data split for training
and testing was not clearly defined in the paper. Therefore
we re-implement the model, then train and test it using our
described splitting above with the same training parameters
as indicated in the paper [6]. In the following comparision,
we will compare MAE obtained by our method with with
MAE: one reported in [6] and one produced from our re-
implementation of [6].

As shown in Tab. IV, all the mean, and standard deviation
values of the new structure are lower than those of the original
structure. Specifically, our µ value is ≈ 22% lower (2.14 vs
2.76), the σ is ≈ 43% lower (0.17 vs 0.3). Besides, it can

TABLE IV
CROSS VALIDATION TEST RESULT WITH 5-FOLDS ON VIP ATTRIBUTE

DATASET

Metric Our
method

Method
[6]*1

Method
[6]2

Number of trials 25 25 n.a
Max MAE 2.58 3.3 n.a
Min MAE 1.83 2.1 n.a

Average MAE(µ) 2.14 2.76 2.3
Std. MAE(σ) 0.17 0.3 + 0.06
25% MAEs 1.99 2.56 n.a
50% MAEs 2.11 2.79 n.a
75% MAEs 2.28 2.91 n.a

1The re-implemented model [6]
2Test result reported in [6].

be seen that the 75% MAE value of our module less than or
equal to the value of 2.28, which is even smaller than the 25%
percentile (2.56) of the current module. In other words, 75%
MAE values of the proposed method are smaller than 75%
MAE values of the current one.

As the data is not quite large (only 1026 samples) and
heavily bias, with most of subjects are in either healthy or
over-weight groups as in Tab. II. Therefore, the results of the
models are very sensitive to each data division. Even in that
case, our proposed structure has a narrower difference between
min and max value, which 0.75 in comparison to 1.2 (≈ 16%).

Distributions of MAE from both modules (our proposed
regression model and the original regression model [6]) can
be seen in Fig. 5. As the value of σ is significantly smaller,
most of the MAE values of our model lie close to the expected
value. Thus, it can be said that our regression model allows
estimating BMI much only better but also more stable in
comparison with the original regression model on this dataset.

Fig. 5. MAE distribution of our model and the original model [6] using
Repeated 5 folds cross-validation.

We also provide the a best result of our model and current
model on a particular train/test split in Fig. 6.

A comparison of our method with current results on MAE



Fig. 6. A sample of best and worst prediction of the models on VIP Attribute
dataset.

on VIP dataset from other researches can be found in Tab. V.
In the best case, we can achieve a quite good result in
comparison with other methods. Reg-GAP methods can pro-
vide a better result. In addition to using the feature vector
directly extracted, it requires regional information extracted by
using semantic segmentation. However, this makes the model
more complex, and the calculation process also requires more
computing power and even takes more time.

TABLE V
MAE ON VIP DATASET WITH CURRENT RESEARCH

Model Method MAE
Our best Deep Learning 1.83

Reported in [6] Deep learning 2.3
Reg-GAP [7] Deep Learning 1.73
LD CCA [5] Machine learning 2.23

2) Results on our dataset: Finally, the performance of our
proposed model on the small dataset built by ourselves is
described in Tab. VI. Evaluation results on the new dataset
show that our proposed module gives the best results for the
healthy group, reaching 1.48 in MAE, and the worst for the
obesity group, reaching 10.11 in MAE.

This result completely matches the number of subjects in
each group of VIP Attribute dataset as shown in Tab. II, with
the number of samples in the healthy group accounting for the
largest number 706/1026, and the obesity group accounting for
at least 47/1026. Despite reducing the error, our method still
cannot overcome the data bias.

In comparison with the original method [6], our proposed
model has a better result on 3 out of 4 classes. The original
model [6] is heavily affected by the bias in the training dataset.

The best result of our model and origial model [6] can be found
in Fig. 7.

TABLE VI
MEAN ABSOLUTE ERROR ON DIFFERENT BMI CLASSES OF OUR SAMPLE

DATASET

Class Number
of subjects Our method Our

implementation1

Under-weight 16 4.78 3.1
Healthy 16 1.48 1.76

Over-weight 16 2.84 4.31
Obesity 16 10.11 10.97

1The re-implemented model [6]

Fig. 7. Best and worst prediction of models on our dataset.

V. CONCLUSION

In this paper, we have presented a new regression model
for BMI estimation from facial image. Different from ex-
isting methods, our proposed regression model is deeper.
It contains multiple blocks, each block consists of multiple
sub-blocks with different layers such as dense layer, batch
normalization, activation and drop-out. We also inspired the
idea of ResNet to add a residual connection in our regression
model. Our proposed method takes a facial image as input,
extracts features using ResNet and predicts a BMI value using
the proposed regression model. We integrated our proposed
regression model with ResNet feature extractor in a unified
framework and trained it in end-to-end manner. Thanks to the
new regression model, we achieved better results comparing
to the original model on the same dataset on VIP attibute
dataset. Moreover, the proposed regression model produces
more stable result. In future works, we will evaluate the



proposed model on other dataset, combine facial landmark
features to improve estimation accuracy.
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