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Recent Disasters
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China Shichuan Earthquake (2008)

30,000 km of fiber optic cables and
4,000 of telecom ofﬁcgs were damaged.
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Adaptation to a Disaster-Prone World
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Projected Changes in Atlantic Hurricane Frequency owver 21st Century
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Summary

Exploiting excess capacity to improve network resilience

Determination of disaster zones

Risk-aware provisioning for normal preparedness

Data replication and Content connectivity

Reprovisioning for better preparedness and post-disaster
events

Multipath provisioning for degraded services
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Seismic hazard maps

Highest hazard

Summary of Recorded F3, F4, & F5 Tornadoes
Per 3,700 Square Miles (1950 - 1998) .
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Vertical correlated cascading failures
(e.g., lack of restoration of lightpaths)

/ failures on upper layers
- 2
/ \ e D

itial failure introduce loss of

Horizontal correlated cascading failures (e.g., multiple network elements

aftershocks, power outages) cause more failures on the
physical layers.
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Disaster Failures

« Multiple correlated cascading failures.
» Failures depend on many parameters.

« Recovery times are relatively long (e.g., weeks, even months)
compared to recovery times for regular failures (e.g., hours).

« Estimating the damage requires interdisciplinary knowledge
(e.g., networking, geology, climatology, environmental
sciences, transportation, electrical engineering, and more...).

« Service priorities and disciplines change (e.g., communication
between organization participating search and rescue takes

high priority).
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Disaster Events

Normal preparedness:
Excess capacity can be
exploited to protect network
against possible disasters.
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Exploiting Excess Capacity to Improve Network Resilience i
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Normal Preparedness
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Determination of “Risky” Regions: Disaster Zones Q
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Risk-Aware Provisioning

Risk-unaware provisioning
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Data Replication

. Datacenter locations

Disaster zone
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A Traditional Concept: “Network Connectivity”
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A New Concept: “Content Connectivity”
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New Paradigm: Software-Defined Networking

Separation of control plane from data plane

Application
Application

> Control Plane

Network OS

j’ Open APIs

> Data Plane

} Hosts

Open APls
Configuration Forwarding Visibility
— < > —
NETCONF/OF-Config (I Open: i sFlow
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Existing Fault Management Techniques

Fault-Management Schemes

/\

Protzetior)

Restoration

Backup resources (routes and wavelengths)
are precomputed and reserved in advance

« Guaranteed recovery
» Shorter recovery time
« Backup resources “wasted”
(unless alloted to preemptable traffic)

|:> Suitable for lower layers
(Lambda Routing, MPLS)

Backup resources are
dynamically discovered after failure occurs

* No guarantee on recovery
(backup resources may not be found)
* Longer recovery time

‘ Suitable for Layer 3
(IP packet switching)

/\

Ring Protection

Wlest Proiaeiior)

* APS (Automatic Protection S/w)
+ SHR (Self-Healing Rings)

“Network Adaptability from Disaster Disruptions and Cascading Failures” B. Mukherjee Page 19




Existing Fault Management Techniques

1:1 Protection

1+1 Protection

3 primary

6 5 backup

Both primary and backup are carrying “live” traffic Backup activated after failure detected...normally,
can carry other low-priority preemptable traffic

M:N Protection

Shared Risk (Link) Group

primary 1

primary

share the
Backup b/w
on link (6,5)
primary 2 backup
“‘Multiplexed” protection... more efficient than 1:1 Primary and backup SRG-disjoint

“Network Adaptability from Disaster Disruptions and Cascading Failures” B. Mukherjee Page 20



Better Preparedness
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Disaster Events

Normal preparedness:
Excess capacity can be
exploited to protect network
against possible disasters.

Better (enhanced) preparedness:
If a disaster is predicted, network
resources can be rearranged to
better prepare network for
predicted disaster.
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Better Preparedness

Hurricane Sandy Current Information: @ Forecast Positions:

Monday October 29, 2012 Center Location 38.8 N 74.4W @ Tropical Cyclone O Post-Tropical

5 PM EDT Advisory 30 Max Sustained Wind 90 mph Sustained Winds: D <39 mph

NWS National Hurricane Center Movement WNW at 28 mph S 39-73 mph H 74-110 mph M > 110mph
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Better Preparedness

Network can be better prepared by reprovisioning of ~ Path of Hurricane Sandy predicted
network resources and re-dissemination of data, and on October 29, 2012
possibly by relocation of hardware resources also.

Friday 2PM

Thursday

ednesday 2PM
Tuesday 2PM

October 29, 2012
Monday 5PM

Network resources
might be affected
by the hurricane.
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Post-Disaster Events
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Post-Disaster Actions

During disaster, businesses
supported by telecom backbone

Degradation of networks may be temporarily
network resources closed which may decrease
due to disaster. requested bandwidth.
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To recover at least the most crucial services,
resources can be reprovisioned by exploiting

the excess capacity in the undamaged parts of service rather than full service where the

the network. During the reprovisioning, offered bandwidth is less than requested
cascading failures should be considered. bandwidth

Multipath provisioning (i.e., a connection’s
full bandwidth is provided through multiple
paths) approaches may guarantee degraded

“Network Adaptability from Disaster Disruptions and Cascading Failures” B. Mukherjee Page 26



* A connection request from Palo

Alto to El Paso with bandwidth
requirement B.

» Degraded services with partial
protection.

= Arisk-unaware primary path
with full bandwidth.

= A backup path with partial
bandwidth (e.g., 50%) which
can provide partial protection
in case of a failure/attack.

* Degraded services with multipath

provisioning.
»  Multi-paths with partial
bandwidth.

S. Huang, M. Xia, C. U. Martel, and B. Mukherjee, “A multistate multipath provisioning scheme for
differentiated failures in telecom mesh networks,” J. Lightwave Tech., vol. 28, no. 11, pp. 1585 — 1596, 2010
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Post-Disaster Actions

Many inquires to/from the disaster zone may cause
blocking of services required for rescue operations.
Novel traffic deluge management techniques, which
differentiate urgent and delay-tolerant services, can
provide connectivity for urgent services while delay-
tolerant services may be redirected to a temporary
facility.
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While the network elements are recovered, the
network operator may aim to guarantee partial
bandwidth which becomes 100% when the
network is fully recovered.
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To recover at least the most crucial services,
resources can be reprovisioned by exploiting
the excess capacity in the undamaged parts of
the network. During the reprovisioning,
cascading failures should be considered.

v

Multipath provisioning (i.e., a connection’s
full bandwidth is provided through multiple
paths) approaches may guarantee degraded
service rather than full service where the

offered bandwidth is less than requested
bandwidth.
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Summary

Exploiting excess capacity to improve network resilience

Determination of disaster zones

Risk-aware provisioning for normal preparedness

Data replication and Content connectivity

Reprovisioning for better preparedness and post-disaster
events

Multipath provisioning for degraded services
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Conclusion

Methods to prepare the network for possible disasters, to better prepare for
upcoming disasters, to provide some minimal level of services after a disaster

to support critical operations while network is recovering can significantly
improve network resilience/robustness against disasters.
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